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ABSTRACT: Photoinduced electron injection dynamics from CdSe quantum dots to
ZnO nanowires is studied by transient absorption and time-resolved terahertz
spectroscopy measurements. Ultrafast electron transfer from the CdSe quantum dots
to ZnO is proven to be efficient already on a picoseconds time scale (τ = 3−12 ps).
The measured kinetics was found to have a two-component character, whose origin is
discussed in detail. The obtained results suggest that electrons are injected into ZnO
via an intermediate charge transfer state.

■ INTRODUCTION

Immense interest in photovoltaics during the last decades has
resulted in number of approaches to solar cells (SCs)
construction. Among various concepts, utilization of semi-
conductor quantum dots (QDs) attached to a metal oxide
(MO) surface has attracted much attention due to several
merits of QDs.1−10 In comparison to analogous dye-sensitized
SCs, QDs offer good photostability,8 a tunable absorption
edge,11 and the possibility of multiple exciton generation and
collection.9 However, the overall performance of QD-sensitized
SCs obtained to date (up to 4.9% conversion efficiency)12 is far
below the theoretically expected values (15−20%),13 and a
substantial improvement is needed for eventual applications.
The high efficiency of QD-sensitized SCs is known to be

conditioned by a rapid electron transport from QD to the MO,
but in spite of efforts toward understanding this process,1−7 the
results remain controversial. Reported time scales of electron
transfer vary from picoseconds2 up to nanoseconds,14 and
various interpretations of observed kinetics can be found.
Ambiguity in the reports has several reasons. For example,

most of the studies use only transient absorption (TA) or
photoluminescence measurements,1−10 which are sensitive to a
change in the number of excited electrons in QDs, but cannot
clearly distinguish various processes leading to that change.
Second, QDs with surface defects are often used for the
measurements. Thus, electron surface trapping coexists with the
electron transfer. This further complicates the already nontrivial
kinetics and may hinder the transfer.
In this article, we overcome both the above-mentioned

shortcomings. We study the process of electron transfer from
the QD to the MO by employing a combination of TA
measurements and time-resolved terahertz (THz) spectrosco-
py. The two methods are complementary for the study of the
QD−MO system because TA can be used to track down the

excited electrons in CdSe QDs, while THz spectroscopy is
sensitive to the mobility of carriers and can thereby detect
appearance of the excited electrons in the MO. Moreover, we
use high-quality QDs that do not show any fast kinetics related
to the surface trapping. The choice of a sample is essential, as
evident from the previous attempt of Pijpers et al. to observe
the electron transfer in QD-sensitized MO by THz spectros-
copy.15

Employing ZnO as an electron acceptor brings several
advantages. For example, electrons in ZnO have high mobility.
This leads to efficient transport through ZnO to an electrode,
and also makes it easy to detect the injected electrons in ZnO
via THz spectroscopy. Furthermore, ZnO features easy
crystallization with anisotropic growth producing well-organ-
ized morphologies.16 A number of previous studies of CdSe−
ZnO systems report electron transfer rates and performance of
real SCs, presenting comparisons of various MOs, linker
molecules, and surface chemistry.2,17−21 However, due to the
above-mentioned ambiguity of the TA method and sample
properties, the studies did not lead to any consensus on the
electron transfer rate in the system.
Our measurements provide a clear and direct evidence of an

ultrafast electron transfer from CdSe QDs to ZnO nanowires
(NWs) on a picosecond time scale. Moreover, our results
suggest that the electrons excited in QDs are injected into ZnO
via an intermediate charge-transfer state (CTS).

■ EXPERIMENTAL SECTION
Sample Preparation. Synthesis of ZnO NWs followed the widely

known hydrothermal method.16 Oleic acid capped CdSe QDs were
synthesized using trioctylphosphine selenide (TOP-Se) solution as a
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Se2− source and CdO as a Cd2+ source. The reaction temperature was
varied from 180 to 240 °C to obtain QDs with different sizes. The
capping agent on the QDs was exchanged to a bifunctional molecule
containing a thiol group (2-mercaptopropionic acid) and the QDs
were dissolved in polar solvent (ethanol). For sensitization, the ZnO
NWs were immersed into linker-capped CdSe QDs ethanol solution in
the dark. For further details see Supporting Information.
Morphology Characterization. The morphologies of CdSe QDs,

ZnO NWs and CdSe QD sensitized ZnO NWs were characterized via
scanning electron microscopy (SEM, LEO 1650) and high resolution
analytical transmission electron microscopy (HR-TEM, JEOL 3000F
equipped with Oxford SDD X-ray analyzer). The optical absorption
spectra were recorded on an Agilent 845x absorption spectropho-
tometer.
Transient Absorption. TA measurements were carried out using a

standard pump−probe setup. Laser pulses (800 nm, 80 fs pulse length,
1 kHz repetition rate) were generated by a regenerative amplifier
(Spitfire) seeded by a femtosecond oscillator (Tsunami, both Spectra
Physics). Excitation pulses at 470 nm were generated by an optical
parametric amplifier (OPA; Topas, Light Conversion). The excitation
photon flux of 8 × 1013 photons/cm2/pulse corresponds to N = 0.15
(mean number of excited e-h pairs per QD). For the probe pulses we
used either the supercontinuum generation from a thin sapphire plate
(TA spectra measurements) or an OPA (Topas) conversion to
wavelengths from 506 to 542 nm (TA kinetics measurements).
Under the excitation intensities used for TA measurements, samples

undergo slight photodegradation (less than 5% in one scan).22,23 Its
cumulative effect was avoided by shifting the sample to a fresh spot
after each scan.
THz Spectroscopy. The same laser system used in TA

measurements was utilized for THz spectroscopy. The laser beam
was split into three. The first beam generates THz radiation by optical
rectification in a 1 mm thick (110) ZnTe crystal. The second beam
was used in another (110) ZnTe crystal for detection of THz pulses
via electro-optical sampling. The third beam seeds an OPA (Topas)
generating 529-nm pulses used for sample photoexcitation with a
fluence of 6.3 × 1014 photons/cm2/pulse (N = 1.2). To avoid
absorption of THz radiation due to water vapor and possible
photodegradation of the sample, the THz apparatus was placed in a
pure nitrogen atmosphere.22 Other details of the experimental setup
and signal analysis can be found elsewhere.24,25

In order to compare TA and THz data, we carried out TA test
measurements in a nitrogen atmosphere using the excitation intensities
utilized for THz experiment. We did not observe any change in the TA
kinetics shape (see Supporting Information).

■ RESULTS AND DISCUSSION

Sample Characterization. The ZnO NWs grown for 4 h
exhibit typical lengths ∼600 nm and diameters of 40−50 nm
(Figure 1A). After sensitization, a layer with high roughness can
be seen on the NWs surface by SEM (Figure 1B). HR-TEM
images provide even more compelling evidence of the QDs
anchoring onto the NWs surface. In Figure 1D, the CdSe QDs
(visible (111) lattice planes) are clearly deposited on the NW
surface (distinct (1010) lattice planes of ZnO).26

Absorption spectra of the CdSe QDs (Figure 2A, dashed
lines) show a pronounced exciton band-edge component,
typical for quantum-confined carriers. From the position of the
band (514 to 551 nm) we estimated the mean size of the QDs
in each sample.11 The diameters (2.5 to 3.1 nm) are in good
agreement with the HR-TEM results (Figure 1C-D).
After the deposition of QDs on ZnO NWs (Figure 2A, solid

line), the absorbance spectrum becomes a sum of losses due to
scattering by NWs (background signal) and absorption of the
CdSe QDs (peak around 550 nm). The deposited QDs retain
the band-like absorption structure, which is even more
pronounced in the TA spectra described in the next section.

Transient Absorption. TA of both QD-sensitized ZnO
NWs (Figure 2B, filled circles) and QDs (Figure 2B, open
circles) shows an instantaneous bleach of the first exciton states.
The bleach corresponds to state filling by electrons in QDs,27

so that it can serve as a measure of the number of excited
electrons per QD.
Although deposition of CdSe QDs on ZnO surface has very

little effect on the shape of TA spectra, the TA kinetics changes
drastically (see Figure 3).
We will first discuss the observed TA kinetics of unattached

QDs. The multiexponential decay on a nanosecond time scale
(A1 = 10−20%, τ1 = 0.5−2 ns; A2 = 75−85%, τ2 = 13 ns;) has
the same character as previously reported decays of a single
exciton in CdSe QDs affected by fluctuating rates of
nonradiative processes (QDs charging, changes in surroundings
in close proximity, etc.).28,29 Besides the above two
components, an initial minor drop in signal (5% of amplitude)

Figure 1. SEM images of (A) pristine ZnO NWs array, (B) ZnO NWs
after 3.1 nm CdSe QDs sensitization for 2 h. (C) HR-TEM image of
CdSe QDs. (D) HR-TEM image of CdSe QDs attached to a ZnO NW
after sensitization; location of several QDs is outlined by circles as a
visual aid.

Figure 2. (A) Steady-state absorption spectra of CdSe QDs (dashed
lines) compared to QD-sensitized ZnO NWs (solid line). (B)
Transient absorption spectra of CdSe QDs (open circles) compared
to QD-sensitized ZnO NWs (filled circles) − both cases for delay time
1 ps, λexc = 470 nm.
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during the first ∼20 ps can be resolved, which corresponds to
Auger recombination.27 Since the observed TA dynamics of
CdSe QDs are in good agreement with previous reports,28,29 in
the following we will focus on QDs deposited on ZnO NWs.
The TA signal decay appearing after NW sensitization by

QDs has a three-exponential character (see Figure 3 inset, blue
line). It consists of two dominant subnanosecond components
followed by a minor nanosecond component. Throughout the
text, we will refer to the components as ’fast component’
(lifetimes 3−12 ps), ’slow component’ (lifetimes 60−102 ps)
and ’nanosecond component’. The nanosecond component can
be well fitted by a single-exponential 13 ns decay observed
previously for the pure QDs.
To avoid ambiguity concerning the origin of the fast

dynamics, we deposited QDs on a SiO2 surface, where no
electron transfer can occur.2 We verified that no shortening of
TA kinetics of QDs appears (see Supporting Information).
The fast and slow components differ by almost an order of

magnitude. However, a question may arise whether they
correspond to separable components having different physical
origin, or represent a broad distribution of transfer rates of the
same transport process. We analyzed the kinetics by starting the
curve-fitting optimization from a broad distribution of lifetimes.
The best fit converged to two clearly distinguishable
subdistributions with good correspondence to the above fast
and slow components (see the Supporting Information for
details).
Although a similar two-component subnanosecond decay has

been widely observed for a number of QD−MO systems,1−6

there is no consensus concerning assignment of the
components. Depending on the particular case, either fast or
slow decay is considered as an electron transfer from a QD to
MO, whereas the other component is often attributed to
different processes, such as electron surface trapping1 or back-
electron transfer in combination with carrier recombination.2

THz Spectroscopy. In order to distinguish underlying
mechanisms of the TA decay, we carried out time-resolved THz
spectroscopy measurements. The technique is sensitive to the

number of excited electrons in ZnO and therefore can track
their injection from CdSe QDs.
Spectral properties of photoinduced transient conductivity in

QD-sensitized NWs are presented in Figure 4A, solid lines. The

spectra are shown at three representative pump−probe delays
and they are characterized by an increasing real part and
decreasing imaginary part as a function of THz frequency. Such
response is a signature of a transport of electrons moving freely
within the MO NWs, similar to behavior observed in dye-
sensitized ZnO nanoparticles.24

The shape of the conductivity spectrum confirms that,
already 1.5 ps after photoexcitation, electrons are injected from
the QDs to the NWs. This might be partly a consequence of a
fast electron injection from unthermalized electron states.
However, time resolution of the THz measurements does not
allow us to distinguish this injection pathway. For the two other
representative delays, 25 and 150 ps after photoexcitation, we
see very similar behavior.
For comparison, the THz spectrum of pure CdSe QDs is also

presented in Figure 4A (dashed lines). It has a different shape.
By using the same excitation conditions as for the QD-
sensitized NW, we obtain the conductivity spectrum which has
a small real part with no dependence on frequency while its
imaginary part is similar with the QD-sensitized NW. The
different behavior is caused by the electronic structure of QDs.
Since the THz-radiation photon (probe) energy is too small to
induce any transitions in the conduction band, the THz signal
is more affected by holes in the valence band. In such cases the
expected THz dielectric function is mostly real i.e. negligible

Figure 3. Transient absorption kinetics of CdSe QDs (orange open
circles) and CdSe QDs attached to ZnO surface (blue filled circles);
QDs follow a two-exponential fit (dashed line) before sensitization and
a three-exponential fit (solid line) after sensitization; (Inset)
Illustration of three-exponential fit (solid blue line) of QDs-sensitized
ZnO TA kinetics (open circles), compared to sum of nanosecond
component and slow component only (dotted red line); see text for
the fitting details; QDs mean size is 3.1 nm, λexc = 470 nm, λprobe = 540
nm.

Figure 4. (A) Transient photoconductivity of QDs (dashed lines) and
QD-sensitized NW (solid lines) normalized with excitation density at
different pump probe delays. (B) Time evolution of transient
photoconductivity.
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real conductivity and finite imaginary conductivity, as it was
reported by Beard et al. for CdSe QDs.30

Different shapes of the THz spectra for pure QDs and QD-
sensitized NWs further confirm our assertion that charge
transfer occurs. If it were not so, one would expect the same
shape of THz spectra in both cases.
In Figure 4B we present the time-dependent change in the

THz signal (photoinduced transient conductivity) for QDs
only (black line) and QD-sensitized NWs (red line). At zero
time, the kinetic curves show an instrument response limited
instantaneous rise due to photoexcitation of the QDs. The
amplitudes of the instantaneous change in the photo-
conductivity, normalized to excitation density Δσ/(nexce0)
differ about 20% for the two samples.
The difference in the instantaneous signal amplitude can

stem from multiple origins. THz signal amplitude is propor-
tional to a product of concentration of charge carriers and their
mobility. In the two samples, the concentration normalized to
the excitation intensity is the same. However, part of the excited
electrons in QDs might be injected into ZnO via the so-called
hot electron transfer, hence increasing the instantaneous THz
signal. Another possible mechanism is a change in electron
mobility in QD due to attachment to ZnO.
In the pure QDs the initial rise is followed by a rapid decay

component due to Auger recombination. The average
excitation density N = 1.2 is expected to cause a decay by
approximately 35% with lifetime of about 15 ps27 followed by a
long-lived signal in good agreement with the observed kinetics.
The THz kinetics of QD-sensitized NWs is very different.

The instantaneous rise is followed by an additional fast and
clearly distinguishable rising component during the first few
picoseconds. Apparently, the QDs cannot be responsible for
this additional rise in THz signal. We will show later that this is
due to the appearance of electrons with high mobility in ZnO.
After the initial phase a slower increase in the time-scale of 100
ps occurs (see inset of Figure 4B). At longer time scale the THz
signal decays, which we attribute to electron trapping in ZnO.24

Fast Component: Electron Injection. To summarize the
results, the TA kinetics features the fast decay component (τ ≈
10 ps), signaling a decreasing number of excited electrons in
QDs; meanwhile, the THz spectroscopy kinetics gives a rising
signal occurring on the same time scale, showing an increase in
the population of mobile electrons.
The only feasible explanation for our observations is that

there is an ultrafast transfer of electrons from QDs to ZnO. Any
other process, such as electron surface trapping, electron
relaxation, or electron−hole recombination, would only lead to
a decay of the THz signal.30,31

Such ultrafast transfer has important implications for
exploiting the multiple exciton generation in QD-sensitized
solar cells. In this context the injection has to occur faster than
competing loss channels, e.g. Auger recombination of the
excited electrons. The measured injection time scale here is
indeed faster than the corresponding Auger recombination.27

Previously, electron transfer has often been implicated
indirectly on the basis of agreements between transfer rates
and Marcus theory. We used the same approach in our case and
carried out TA measurements for different mean QD sizes (see
Figure 5, left panels).
Since the TA lifetime of pure QDs is considerably longer

than the TA decay of the CdSe−ZnO system, we can use the
fast and slow components directly in analyses of the

corresponding rate processes without correcting for the QDs’
lifetime.
According to the Marcus theory of electron transfer,32 the

rate depends on free energy change ΔG. The latter is a sum of
electron energy difference ΔEel in the QD and the MO
conduction bands, and the Coulombic energy change ΔEC
arising from interaction between electron and hole.
Alignment of energy states in CdSe−ZnO system has been

measured experimentally by Carlson et al.33 For our samples
the ΔEel reaches values between −0.7 to −0.95 eV, depending
on QD size (see Supporting Information for details). The
electron energy difference acts as a driving force for the
electron transfer.
On the contrary, the Coulombic interaction acts against

electron transfer. It increases ΔG value, because the final state
(electron in ZnO and hole in QD) has higher Coulombic
energy compared to the initial state (both electron and hole in
QD). The difference can be calculated by employing the theory
of Tvrdy et al.,2 where the electron charge is assumed to stay on
the ZnO surface:
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For the previously reported values of QD permittivity (εQD =
6.1),2 MO permittivity (εMO = 10.5),2 known radii of QDs RQD,
and QD−MO distance h (linker layer thickness of 0.65 nm),34

eq 1 leads to values ranging from 0.66 to 0.83 eV. As one can
see, the interaction between electron and hole has a substantial
effect on ΔG and for our system it has the same scale as the
electron energy level difference.
Knowledge of the ΔG value allows us to calculate resulting

electron transfer rate dependence. In our case the electron is
transferred from a discrete electron state in the QD to a
continuum of states in the MO, that is weighted by the density
of states ρ(E) ∝ (E − Eg)

1/2. This leads to the following

Figure 5. (Left) Normalized TA kinetics of pure QDs (dotted lines)
and sensitized ZnO NWs (solid lines) with different QD sizes
(measured in spectral position of sample maximum signal). (Top
right) Scheme of reversible initial electron transfer from QD (1) to
NW (2). (Bottom right) Dependence of fast TA decay rate (solid
squares) described by Marcus theory (gray line) (see text for details),
λexc = 470 nm; λprobe (2.5 nm) = 506 nm, λprobe (2.7 nm) = 516 nm,
λprobe (2.9 nm) = 526 nm, λprobe (3.1 nm) = 540 nm.
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expression for the rate constant (see Supporting Information
for more details):2

∫ λ
λ

= − − + Δ +⎛
⎝⎜

⎞
⎠⎟k C E E

G E
kT

Eexp
( )

4
dt g

2

(2)

The scaling factor C includes all energy-independent
coefficients of eq 2 (density of states prefactors, Marcus theory
prefactors, etc.) including the QD−MO wave function overlap.
This overlap is assumed not to change with the QD size. In our
case this approximation can be applied, because the curve shape
is dominated by changes in ΔG values, whereas the change in
QD size is small. If this were not so, it would also be essential to
account also for the change in the wave functions overlap, as
shown by E. Canovas et al.35,36

By adopting previous estimates of the system reorganization
energy λ (30 meV for CdSe QDs covered by alkanethiols),7 we
obtain a theoretical model represented by eq 2, which has only
one fitting parameter, C. Figure 5 (bottom right panel)
demonstrates that the fast component decay rates can be well
fitted by the Marcus theory.
Slow Component: Slower Injection or Dynamics in

ZnO? Besides the fast component, our experiments also show a
slow component with typical lifetime of about 80 ps in both TA
and THz kinetics. Signals on this time scale correspond to a
decay of TA signal and simultaneous THz signal rise (see
Figure 4B, inset).
The most straightforward explanation of the observed two-

component kinetics is heterogeneous electron injection (HI)
into ZnO (see Figure 6B). In other words, we might observe
electron injection from two classes of QDs with two rates of
electron transfer. From the ratio of the fast and slow
component amplitudes in TA measurements, we can estimate
that the ‘slowly injecting’ QDs (τ ≈ 60−100 ps) should account
for about 30−50% of all QDs.
This slow injection rate might result from QD agglomer-

ationelectrons are either injected directly from more distant
QDs or via another QD.37−39 Although our samples do contain
agglomerated QDs (see Figure 1D), according to the analysis of
the TEM images, the agglomeration accounts for less than 10%
of the QDs and cannot be responsible for a ∼40% slow
component contribution in the TA kinetics (see Figure 3
Inset).
Different QD anchoring to MO might also affect electron

transfer. However, by comparing size of the QD (about 3 nm)
and the linker layer thickness (about 0.5 nm), it is obvious that
several linker molecules contribute to the QD−MO anchoring.
In such a case, different molecules’ conformations would lead to
a single broad distribution of lifetimes, rather than two distinct
components.
Finally, the HI can also be caused by electron trapping and

consequent transport into ZnO. This effect has been reported
before for SILAR-prepared CdSe−ZnO system.37 However, in
this case the initial kinetics in the THz signal (corresponding to
the fast component in TA kinetics) should show a complex
behavior, where the THz signal is partly decreasing due to the
electron trapping and partly increasing due to the fast electron
transfer. No such feature in the THz kinetics was observed for
our samples
An alternative explanation of the two-component kinetics is a

two-step electron transfer via a CTS (see Figure 6A). The CTS
formation has been observed previously by several groups for
dye−ZnO systems.24,40,41 Also the CTS dissociation time of

200 ps reported by Nemec et al. for dye−ZnO system agrees
well with our THz dynamics.24

In case of the CTS scenario, there is a fast electron transfer at
the early time scale (see Figure 6C). However, the THz signal
does not reach its maximum until 200 ps, because the injected
electrons initially have a reduced mobility due to the CTS
formation. Continuous dissociation of the CTS increases the
photoconductivity until 200 ps where most if not all of the
electrons are released to the bulk of ZnO NWs.
Electron transfer from QD to MO (forward transfer) is

always accompanied by a back-transfer of electrons from MO to
QD (see schemes in Figures 4 and 6). This holds for every
donor−acceptor system leading to a thermodynamic equili-
brium. Therefore, the CTS dissociation can be observed also in
the TA signal, which reflects the population of electrons in
QDs. Quantitative calculation of the back-transfer effect on TA
kinetics is in good agreement with our measurements (see
Supporting Information).
We can gain insight into the possibility of CTS formation

from a balance of free energy difference ΔG due to an electron
injection to MO (ΔG = ΔEel + ΔEC; see Figure 6C).
Previously, we assumed that the electrons are transferred from
QDs to the MO, where they stay bound to holes due to the
Coulombic interaction (see eq 1).
If electrons were rather injected into the volume of ZnO

NW, the electron−hole Coulombic interaction would be
negligible. This can be represented by h → ∞ in eq 1. In
this case, the ΔEC values are increased by 140−160 meV and
the total ΔG values become positive (see Figure 6C). This

Figure 6. (A, B) Schemes of electron injection via charge transfer state
(CTS) and heterogeneous injection (HI). (C) Scheme of free energy
change in system ΔG (solid blue line) as an interplay between
difference in electron states energies ΔEel (dashed cyan line) and
Coulombic interaction ΔEC (dashed green line) leading to CTS
formation. (D) Rate of slow component of TA kinetics for QDs with
different sizes (solid squares) compared to range of theoretically
predicted dissociation rates of CTS from eq 3 (dashed lines) (see text
for details).
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implies that the direct electron injection into the ZnO bulk is
very unlikely and suggests that electrons might tend to stay
localized in the intermediate CTS.
We point out that the described localization does not

correspond to an electron trapping on ZnO surface defects. For
the Coulombic interaction featuring a weak spatial dependence
(1/r), a localized electron wave function will still be spread over
a number of atoms in the MO.
There are several possible mechanisms of CTS dissociation,

namely electron−phonon or electron−electron interaction,
solvent reorganization, electron relaxation to lower bulk states,
or electron back-recombination with the hole. Because all
processes can be acting in parallel, it is practically impossible to
predict the exact CTS lifetime. Yet, we can get an idea about
the expected CTS dissociation rate kdiss from the electron−
phonon interaction determined by the Braun−Onsager
model:42

μ
ε ε π
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expdiss
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3
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Electron mobility μ for ZnO NWs prepared by the
hydrothermal synthesis has been reported to be 1−5 cm2 V−1

s−1.43 Coulombic binding energy of CTS Eb has been calculated
from eq 1 as additional energy needed to overcome the
electron−hole Coulombic interaction (140−160 meV). Finally,
thermalization radius a can be expressed as a = e2/(4ε0εMOEb).
The resulting rough estimate of the CTS dissociation time of
40−200 ps (see Figure 6D, dashed lines) corresponds well to
the time scale of the slow component observed in the TA
measurements (60−100 ps, see Figure 6D, solid squares) and
the slow rise in the THz measurements.
TA and THz Comparison. Changes in the TA and THz

signal during the first 150 ps after excitation are shown in
Figure 7A. Note that, in order to provide a better comparison
of the dynamics, the instantaneous rise of the THz signal is

truncated in Figure 7. TA kinetics is governed by the fast two-
exponential decay, as we have described before (τF = 12 ps, τS =
100 ps), and we will demonstrate that the same rates determine
the THz kinetics.
In case of the HI, two components of TA decay reflect a

continuously decreasing number of electrons in QDs, and the
transferred electrons increase accordingly with the THz signal.
Therefore, the TA decay is expected to have the same shape as
the THz signal rise. However, the normalized TA and THz
kinetics in Figure 7A clearly differ in their shapes. We conclude
that the HI does not describe simultaneously the measured TA
and THz data.
In the following we carry out quantitative comparison of the

TA and THz data on the basis of the kinetic equations
describing the two proposed models (HI and CTS models).
First, we investigate the possibility of the CTS formation by
employing the model depicted in Figure 6A. We use the
following rate equations to calculate the number of electrons in
QD (NQD), CTS (NCT), and MO (NMO):
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The electrons are excited in QDs by a generating function
g(t) = δ(t). In order to account for the later-stage THz decay, a
process of electron trapping in MO (rate kT) was included.
The resulting THz signal can be calculated as:

σ σ σ σ σΔ = Δ + Δ + Δ + ΔN N N NQD QD CT CT MO MO H H

(7)

where ΔσQD/CT/MO stands for the THz signal of electron at
each state. The holes’ contribution to the THz signal is
included by ΔσH (THz signal of hole) and NH denotes the
number of holes. As the holes are located in QDs for the whole
studied period, we assume that their number is not changing
and the corresponding THz signal stays constant. Detailed
description of the model can be found in the Supporting
Information.
The rates used in the calculation are set from TA

measurements (kF = 1/12 ps
−1, kS =

1/100 ps
−1); the values of

Δσ, together with MO trapping rate kT are left as fitting
parameters. As shown in Figure 7B (solid red line) the CTS
model can well describe the THz kinetics (ΔσCT =
1.35ΔσQD;ΔσMO = 2.1ΔσQD; see the Supporting Information
for details). Hence, the TA and THz kinetics can be described
simultaneously by the CTS model.
The presented model predicts for the delays after 400 ps a

slower THz signal decay than the one observed. We attribute it
to a possible electron−hole recombination or to some
processes in MO, which are not included in our model.
At the same time we tested the HI model (see Figure 6B)

using the rate equation approach. In this case we have two
types of QDs (NQD,N′QD), leading to the following rate
equations:

= + −
N t

t
g t k N t

d ( )

d
0.7 ( ) ( )QD

F QD (8)

Figure 7. (A) Normalized TA kinetics (cyan line) compared to THz
kinetics (black line). (B) Measured THz kinetics (black line)
compared to CTS (solid red line) and HI (dashed blue line) model
calculations. QDs mean size 3.1 nm; TA λprobe = 540 nm.
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′
= + − ′

N t

t
g t k N t

d ( )

d
0.3 ( ) ( )QD

S QD (9)

= + + ′ −
N t

t
k N t k N t k N t

d ( )
d

( ) ( ) ( )MO
F QD S QD T MO (10)

The generating term g(t) = δ(t) is divided between the two
QDs groups according to the fast and slow component
proportions in TA kinetics (see Supporting Information for
detailed information). We assume that both types of QDs
feature the same THz signal:

σ σ σ σΔ = + ′ Δ + Δ + ΔN N N N( )QD QD QD MO MO H H

(11)

The THz kinetics calculated from this model does not agree
with the measured signal shape for any set of parameters. The
best fit (see Figure 7B, dashed blue line) was obtained for
ΔσMO = 1.7ΔσQD (see Supporting Information for details).
We conclude that the comparison between TA and THz data

strongly supports the possibility of the CTS-mediated electron
injection rather than the HI scenario.
The formation of CTS would have important implications

for the studies of dynamics in QD-sensitized SCs. To date, the
electron transfer rate from QDs to MO has been considered as
the most important parameter. Nevertheless, properties of MO
(in particular the MO permittivity and electron mobility),
which affect CTS formation and dissociation might, in fact, be
the crucial factors for the resulting conversion efficiency. This
effect may be a part of the observed inconsistencies between
the electron transfer rates and the SCs efficiencies.2

■ CONCLUSIONS

We present experimental results which directly prove that
electrons are injected from QDs to MO already on a
picosecond time scale (fast component of TA decay and
corresponding rise in THz signal). This means that the electron
transport takes place considerably faster than the Auger
recombination, pointing out the multiple electron collection
as a feasible scenario for QD-sensitized solar cells.
Furthermore, we observe two-component kinetics for both

TA and THz data, which can be a result of heterogeneous
electron injection to ZnO, or a sign of electron injection via a
CTS. Our results strongly support the scenario of CTS-
mediated injection.
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Photobiol. A 2011, 220, 47.
(21) Leschkies, K. S.; Divakar, R.; Basu, J.; Enache-Pommer, E.;
Boercker, J. E.; Carter, C. B.; Kortshagen, U. R.; Norris, D. J.; Aydil, E.
S. Nano Lett. 2007, 7, 1793.
(22) Tvrdy, K.; Kamat, P. V. J. Phys. Chem. A 2009, 113, 3765.
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